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Robustness

Definition

A White Rabbit Network (WRN) is considered robust only if all the WR
nodes connected to the network always receive data on time and are
always synchronized with the required accuracy. The amount of lost

frames in a given period of time never exceeds the upper bound.
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data-only routes outside
WR node the tree opology, managed
by the Spanning Tree protocol

< timing and data routes <« data-only routes

Robustness in White Rabbit



What is a robust White Rabbit Network
Naming Conventions

Areas of Consideration

Requirements

Robustness

Naming Conventions

> Granularity Window (GW).

» Information distributed over WRN: oz
GPS/cesium | 1pPs Wv'\‘l ';nasg;;rh wn;ag;us.; :
» Control Data - Control reference Clock | yrc imecode | contomman <o sen and reference clock
downlink ports
Messages (CM), (_J & ‘H
» Clock - WR PTP + SyncE, uplink ports By
> Standard Data _ a” the Other ‘ Wstnch ‘ WR switch Wstnch

. . WR switch WR tch WR nod

» Class of Service and Quality of [ °@sw'c =
Service (CoS and QoS),

data-only routes outside
. L. ) WR node the tree topology, managed

» ngh PrlOrIty trafflc (HP), - by the Spanning Tree protocol

< timing and data routes 4> data-only routes
> Standard Priority traffic (SP).

> Forward Error Correction (FEC). &@
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Robustness

Requirements

What is a robust White Rabbit Network
Naming Conventions

Areas of Consideration

Requirements

Requirement Value(s)
GSI CERN
Granuality Window 100us 1000us
Maximum Link Length 2km 10km

Control Message Size

200-500 bytes | 1200 - 5000 bytes

Synchronization accuracy

probably 8ns most nodes 1us
few nodes 2ns

Control Message loss rate

1 per year (?) 1 per year (?)
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Areas of Consideration q q
Monitoring and Diagnostics

Delivery Delay Estimation

Frames sent

» Control Message of 500 Bytes is o= e

Sending

encoded with FEC into 4 Ethernet S et
Receiving Li
frames of 288 Bytes. B o Inptang 2
. . Link ST_?::Q SRS:SQ% 2.35+5x12.25=63.3ps
» Store-and-Forward implemented in Recevia Rl TR e
R - , Sending  Routing  Receiving .
SWCore is not sufficient for GSl's R e SEy ]

Link
Receiving ink

Li
GW (100us -
. Sending Routing Receiving

Sending ~ Routing

Link

Sending
Receiving "‘“_k_ =
CM size CM Delivery Delay — Receiving
GSI ERN
200 bytes 92.2us 132.2us Decoding
500 bytes 228.7us 268.3us P A PP TSN
1500 bytes 272.2us 312.2us Time
5000 bytes | 340 35 | 300305
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Determinism
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Cut-through HP Bypass

Tasks o
RTU ] . SP Routing
; Swcore k
> AII the broadcast traffic Wlt.h priority 7 s e S P
is cut-through forwarded using HP : T
Physical _,; Endpoint
Bypass. A1 port " UPXIDPx
: : . L5
> |deas concerning HP traffic collisions : - Ent
» Single source of HP Traffic. Tasks e | HP Routing
» Priority of HP Traffic from Data
Master (DM), drop non-DM on CMsize | CM Delivery Delay
.. GSI CERN
collision. 200 bytes | 63.2us | 103.2us

500 bytes 76.3us 116.3us
1500 bytes | 106.41s | 146415
5000 bytes 175.8us 215.8us

Robustness in White Rabbit 8/ 19



Determinism
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Synchronization Stability

What might cause synchronization instability?
» Changing conditions (e.g. temperature) — solved by WRPTP.
» Failure of network elements — solved by topology redundancy

and WRPTP,
» Switch-over (change of clock source-port). Two dependencies:

» Syntonization — SyncE - PLLs designed to accommodate many

clock sources,
» Synchronization — specially modified BMC in WRPTP.

,,,,,,,,,,,,,,,,,,,, feedback clk

$— |Phase and freq| freq error
error detection | phase error

refclk N: | Phase and freq] _freq error
gl DR :FM'W
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Determinism
Clock Resilience
Data Resilience

Areas of Consideration o] q q
Monitoring and Diagnostics

Probability of WRN failure

Requirement name Value(s)
Gsl | CERN

max Failure rate (Aygnp, ) | 3.170979198 x 10 12 | 3.170079198 x 10~ T

PWRNf = Pcongestion + Pf_FEC + Pf_Network (1)

> Pcongestion - Control Message lost (dropped) due to congestion.
» Pr rec - FEC fails to recover Control Message.

> Pt Network - Single network component failure.

WRS Nodes MTBFsymcn= 20 000[h]
Number MAX
Number
Topology Pr MTBF[h]
No-redundant 127 2048 2.08 % 103 5.77 * 10°
Double-redundancy 202 2048 4.71 %107 2.55 % 107
Triple-redundancy 495 2048 3.06 « 10 1T 4.08 * 1017 @
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Determinism

Clock Resilience

Data Resilience

Monitoring and Diagnostics

Areas of Consideration

Topology Redundancy

> Increases Clock and Data resilience by eliminating
single point of failure (only if redundant connection to il g
WR Node is considered).

» Enables to achieve reliability of entire network greater
then reliability of its single component.

2

» First estimations show that double redundancy is not S
enough to achieve reliability of 1 CM lost per year, TO
BE confirmed with more studies. 5

» The redundancy of the WRN is justified only if Data Mo

‘-.\-‘-‘

Master is highly reliable or redundant.

B
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Determinism
Clock Resilience
Data R ce
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Triple-redundancy of topology

[3 switches]

J 01
A [ [ || [i6swiches
L2

| I | 80 switches

» For ~2000 WR nodes connected to two layers of switches, 15
switches in LO, 80 in L1 and 400 in L2 are required (total 495)

B
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Determinism

Clock Resilience

Data Resilience
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Rapid Spanning Tree Protocol in WR (WR RSTP)

v

Requirements:

» Fast switching to alternate/backup link so that not
more then 2 HP Frames are lost, e.g.: CM of 500
Bytes, FECed into 4 Ethernet frames of 288 Bytes,
each transmitted 2.3us — switching time < 2.3us

> Alternate path length : max 1 hop longer than the
primary path length.

The speed of White Rabbit RSTP is directly associated EJ
with the minimum CM size.

v

v

Hardware support for HP traffic (only) using RSTP 3 g
k . i i 2 ]'4—-——-—-—-——-17
and restricting possible topologies. | y S, |

Challenge: WR RSTP for all the Ethernet traffic @

v
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WR RSTP - theoretical consideration

Control Control
Message . Message
Switch Delay 500 Bytes

500 Bytes

(Tus)

)

Fiber Link

-

= HP Bypass °
= =
< =)
= Z
« / &
‘é —m =
Switch-over Ethernet Frame

(2.3us) (288 Bytes, 2.3us)
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Determinis

Areas of Consideration o] q q
Monitoring and Diagnostics

WR RSTP - real-life consideration

Control Control
u ] . Message
e SS];?/%; Swlt(clh I;elay Sw1t(c1h I;elay 500 Bytes
us us
§ 20, L2, %

HP Bypass

HP Bypass

Data Master

Switch Dela Switchenver
y (2.3ps)

(11ps)
» Introducing maximum cut-through delay (13us) on backup
ports of the switch.
» Backup link always 1 hoop longer then active.

Robustness in White Rabbit 15/ 19

Maciej Lipinski



Determinism
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Data Redundancy (FEC)

» Reed-Solomon for package-based encoding:
4 Ethernet Frames (2 x original, 2 x parity) for input of size
<~ 2500. We can lose any 2 packages (out of 4).

» Hamming for bit-based encoding — Single Error
Detection-Double Error Correction (SEC-DED).
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Determinism

Data Resilience
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Flow and Congestion Control

501
Bytes

2x251
Bytes

4x256
Bytes

. Stage 1 o — : s
' Dividing the input message Original input of size Msize [bits]

1+ DivSize [bits]=8* CEIL(Msize/(2*8))
+ To have full Bytes in both messagses

' B Stagelmsg2 Stagelmsgl

. ) (Divsize -1)

' (Msize-1) [bits] its] 0

|_ ——————————————————————————————— M —‘X ———————————————
' Stage 2 M=8) 0

" Encoding with Reed-Solomon RSinSize [bits] = W Stagelmsg{T} o ingut

1

' (M*8)*CEIL(DivSize/(M*8))) Stage I msg’

. ParityMsg|

. RS input needs to be a multiple of (M*8). | P YVSE L

. Adding padding if necessary [ | “"YMSZZ‘ ]

' (RSinSize -1)[bits] ! a

' o)

e o o o o - -—"'————————”q“;—lT———

. X

. HStageyS (M=, /0

' ammin, -

. 2 [ | W reioMset [l Stageimse2 (| Stageimsgt {7

' :C-DED(72,64). This i especially nice since 64 = M*8 (M=8) =

. (RSinSize + (RS

. SEC-DED(74,64),

. OutMsg3 OutMsg2 OutMsgl

. (OutMsgSize-1) [bits] 0
OUTPUT
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Determinism
Clock Resilience
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Monitoring and Diagnostics

Monitoring and Diagnostics of WR-specific parameters

» Detection of lost HP Frames (in WR Switches) using FEC ID
and CM ID (stored in the header added by FEC).

» Precise knowledge of HP traffic delays on the path
DataMaster < — > Node.

» Monitoring of WRPTP parameters.

Dela;

. pan
A A A AA 4 >
Tlmestampsg :

Control

Control
Message

WR Data Master Node WR Switch WR Switch  WR Switch
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Deterr m

Clock Resilience

Data Re

Monitoring and Diagnostics

Areas of Consideration

Thank you

Thank you for your attention
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