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Time-triggered distributed system

@ Each accelerator consist of
hundreds of subsystems

@ Each subsystem performs
time-triggered actions

@ All actions are orchestrated by the
General Machine Timing:

@ UTC time
@ Actions for next milisecond

@ Accelerator control is based on:

@ Accurate device synchronization
@ Deterministic data transmission

ADC, DAC, TDC, Fine Dela rator,
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General Machine Timing renovation — White Rabbit

@ Decision to renovate in 2008
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General Machine Timing renovation — White Rabbit

@ Decision to renovate in 2008

@ Stringent requirements
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Requirement Value(s)
Network size: 10km & 2000
Accuracy sub-ns
Message size 1.2-5kB
Msgs lost per year 1
Network max latency 1ms
Switch max latency 10us
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General Machine Timing renovation — White Rabbit
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General Machine Timing renovation — White Rabbit

@ Decision to renovate in 2008
@ Stringent requirements Requirement Values)
Network size: 10km & 2000
@ Name & |OgO Accuracy sub-ns
Message size 1.2-5kB
@ Open & based on standards: Niedirkio .
@ Bridged Local Area Network Switch max latency 1000
o 1 Gbit Ethernet o Gra (LG
@ Precision Time Protocol 7/ 3
@ Extends standards to meet CERN

requirements with two services:

10km

@ Sub-ns synchronization
@ Deterministic and low-latency data
transmission
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General Machine Timing renovation — White Rabbit

@ Decision to renovate in 2008
@ Stringent requirements Requirement Value(s)
Network size: 10km & 2000
@ Name & |OgO Accuracy sub-ns
Message size 1.2-5kB
@ Open & based on standards: Niedirkio .
i itch max | 1
@ Bridged Local Area Network el Ik Tatency L
o 1 Gbit Ethernet o - G (L

@ Precision Time Protocol 4

@ Extends standards to meet CERN
requirements with two services:

10km

@ Sub-ns synchronization
@ Deterministic and low-latency data

transmission -
= m Gue Switch m o R
@ Foreseen for non-radiation areas O S
(in radiation: WorldFIP — now, Powerlink — in future) < R, 000 nodes o
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White Rabbit applications

@ Particle accelerators European Organization for
@ CERN

Nuclear Research, CERN
@ GSI (Germany)
@ JINR Dubna (Russia)

All users: wuw.ohwr.org/projects/white-rabbit/wiki/WRUsers
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White Rabbit applications

@ Particle accelerators The Large High Altitude Air
@ CERN Shower Observation
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@ JINR Dubna (Russia)
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White Rabbit applications

@ Particle accelerators Finish National Metrology
@ CERN Institute
@ GSI (Germany)
@ JINR Dubna (Russia)

@ Cosmic ray & neutrinos detectors
@ LHAASO (China)
@ HiSCORE (Siberia)
@ KMB3NET (at the bed of Mediterranean)

@ National Metrology Institutes

@ MIKES (Finland)
@ VSL (Netherlands)
@ LNE-SYRTE (France)
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Open and commercially available off-the-shelf

; White Rabbit Switch .
\( Creotech, / i
1 Foland o Seven Solutions, i

Spain
', Simple PCle FMC | Simple VME FMC,
| carrier (SPEC) H carrier (SVEC)

'+ Creotech, Poland
INCAA, Netherlands
Seven Solutions, Spain

o Janz Tec AG, Germany X

PXI '
module 53
Sundance

Digitizers |
) Struck, ‘
&SP Devices,

Companies selling White Rabbit:
www.ohwr.org/projects/white-rabbit/wiki/wrcompanies
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Outline

o Introduction

e Sub-ns synchronization
@ Precision Time Protocol (PTP, IEEE1588)
@ Layer 1 Syntonization
@ Digital Dual Mixer Time Difference (DDMTD)
@ Link delay model
@ Performance
@ Standardization

e Deterministic & low-latency transmision
@ Network Latency Contributors
@ Latency in WR Switch
@ Advanced/Optional Concepts
@ Performance

e Summary

@ Using synchronization and determinism
@ Summary, status and plans
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Sub-ns synchronization

@ Synchronization performance:

@ Sub-ns accuracy:
max(|TE|) < 1ns

@ Sub-50 ps precision:
sdev(TE) < 50ps

Reference value

Probability Accuracy
density
Precision vale
Value = Time Error (TE)
: 2

km
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Sub-ns synchronization
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Sub-ns synchronization

@ Synchronization performance:
@ Sub-ns accuracy:
max(|TE|) < 1ns
@ Sub-50 ps precision:
sdev(TE) < 50ps

@ Building blocks:

@ Precision Time Protocol (PTP, IEEE1588)
@ Layer 1 syntonization

@ Digital Dual Mixer Time Difference

@ Link delay model

Reference value

Probability Accuracy
density
Precision vale
Value = Time Error (TE)
: 2

km
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e Sub-ns synchronization
@ Precision Time Protocol (PTP, IEEE1588)
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Precision Time Protocol (PTP, IEEE1588)

Master Slave
time scale time scale

@ Packet-based synchronization protocol
tl

>
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Precision Time Protocol (PTP, IEEE1588)

Master Slave
time scale time scale

@ Packet-based synchronization protocol

E Stie @ Simple calculations:
Me,
Foltoyy, o | o Link delayps dpms = (a=t)_(=t)
N o Clock offsetys = to — ty + dms
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Precision Time Protocol (PTP, IEEE1588)

Master Slave
time scale time scale

@ Packet-based synchronization protocol

t, % @ Simple calculations:
fnessE e . _ _ _
o | o Link delayng dps = (=150t
9 lus o 08 o Clock offsetms = to — t; + dms
@ Sub-us synchronisation
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Precision Time Protocol (PTP, IEEE1588)

_Master . Slave
time scale timescale @ Packet-based synchronization protocol
t e @ Simple calculations:
Me,
%\ t o Link delayms 5ms = L=t=(=t)
COntajnne s, ety
e grde o Clock offsetms = o — t1 + Oms

@ Sub-us synchronisation

oAl FET @ Limitations:
Ly e Free-running oscillators
A R, e Timestamping precision
" oy e o Medium asymmetry
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e Sub-ns synchronization

@ Layer 1 Syntonization
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Sub-ns synchronization
oe

Layer 1 Syntonization

@ All network devices use the same physical layer clock
@ Clock is encoded in data by master and recovered by slave
@ Clock loopback and phase detection allow precise timestamps

» clock loopback

B —

& o—p —~ S L - >

2 System Ethernet . . Downlink 1 node
P Timing % l-“|:u Uplink SO L cciver DO

by Master m [0

< = Downlink 2

§ [ Receiver TN L S -« o b~

Pl D . - T Other nodes
QJ

=]

- @ Downlink N or switches
) switch | e~
— Cesium o
13291
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e Sub-ns synchronization

@ Digital Dual Mixer Time Difference (DDMTD)
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Digital Dual Mixer Time Difference (DDM

@ Clever implementation of a phase detector in an FPGA
@ Uses D-flip-flops to zoom-in phase offset
@ Allows for phase measurements at picosecond level

n-1 n n+1 m
L FF gt poafeleecy — ] £
|I PLL otk
! fou= -
o= Npg fain Xou R
n m1 n+2 m m+1
A e e Beuy 1 &
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e Sub-ns synchronization

@ Link delay model
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Link delay model

@ Hardware delays:

@ Link asymmetry:

WR Master WR Slave
SMS

ARXS
8
SM
-

www.cern.ch/white-rabbit/documents/WR_Calibration-v1.1-20151109.pdf
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Link delay model

@ Hardware delays:

@ Calibrate static delays: A1xv, Apxm, A1xs, DRrxs
@ Measure semi-static delays: ey, €s

@ Link asymmetry:

WR Master WR Slave
SMS

ARXS
8
SM
-

www.cern.ch/white-rabbit/documents/WR_Calibration-v1.1-20151109.pdf
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Link delay model

@ Hardware delays:
@ Calibrate static delays: A1xv, Apxm, A1xs, DRrxs
@ Measure semi-static delays: ey, €s

@ Link asymmetry:

@ Single fibre for two-way communication

o Fibre asymmetry coefficient: o = 2us—osu

WR Master WR Slave
SMS

ARXS
8
SM
-

www.cern.ch/white-rabbit/documents/WR_Calibration-v1.1-20151109.pdf
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e Sub-ns synchronization

@ Performance
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Sub-ns synchronization

(o] J

WR Synchronization performance

Stable oscillator Oscilloscope

Cesium
beam clock

0 MHz 1 PPS

WR Switch
1 (master) LEES

Sdd I
Sdd 1

—! WR Switch
=Z =S (slave 2)
S —ry

m

172) WR Switch

S (slave 3)

www.cern.ch/white-rabbit/documents/White_Rabbit-a_PTP_application_for_
robust_sub-nanosecond_synchronization.pdf
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WR Synchronization performance

Histogram of offsets between master and each slave
Master
140l (CH1)

Slave2 "**e.

20+ : Lo,
= : (CH3) A
2 100} : mean= 24.67 ps
s Slave 3 : sdev=530ps .=
5 80} (CH4) : -_‘-:-‘
o ags®
£ =-135. :
S mean= -135.25 ps : £ Slave 1

sdev = 6.14 ps

.
40} et

i (CH2)
mean= 161.86 ps
sdev = 5.45 ps

20| i
i s . .
0 50 100 150 200
Offset [ps]

www.cern.ch/white-rabbit/documents/White_Rabbit-a_PTP_application_for_
robust_sub-nanosecond_synchronization.pdf
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e Sub-ns synchronization

@ Standardization
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WR standardization in IEEE1588

IEEE 1588
@ |EEE standards are revised periodically
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WR standardization in IEEE1588

@ |EEE standards are revised periodically
@ The IEEE1588 is revised by industry/academia

@ Revision performed in 5 sub-committees
(https://ieee-sa.imeetcentral.com/1588public/)
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oe

WR standardization in IEEE1588

IEEE 1588

@ |EEE standards are revised periodically W
@ The IEEE1588 is revised by industry/academia & ‘f@)& i:,‘

@ Revision performed in 5 sub-committees
(https://ieee-sa.imeetcentral.com/1588public/)

@ High Accuracy sub-committee dedicated to WR
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WR standardization in IEEE1588

IEEE 1588
@ |EEE standards are revised periodically W
@ The IEEE1588 is revised by industry/academia & {’@ :

@ Revision performed in 5 sub-committees
(https://ieee-sa.imeetcentral.com/1588public/)

@ High Accuracy sub-committee dedicated to WR

NATIONAL
INSTRUMENTS'
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WR standardization in IEEE1588

IEEE 1588
@ |EEE standards are revised periodically W
@ The IEEE1588 is revised by industry/academia & {’@ g

@ Revision performed in 5 sub-committees
(https://ieee-sa.imeetcentral.com/1588public/)
@ High Accuracy sub-committee dedicated to WR

@ Generalization of WR methods
@ Inclusion of the generalizations

NATIONAL
INSTRUMENTS'
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WR standardization in IEEE1588

IEEE 1588
@ |EEE standards are revised periodically W
@ The IEEE1588 is revised by industry/academia & {’@ :

@ Revision performed in 5 sub-committees
(https://ieee-sa.imeetcentral.com/1588public/)
@ High Accuracy sub-committee dedicated to WR

@ Generalization of WR methods
@ Inclusion of the generalizations

@ Revised IEEE1588 expected in 2018/2019

NATIONAL
INSTRUMENTS'
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e Deterministic & low-latency transmision
@ Network Latency Contributors
@ Latency in WR Switch
@ Advanced/Optional Concepts
@ Performance
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Determinism and network latency

@ Determinism
A deterministic system is predictable: it provides calculable and
consistent characteristics of operation that are required by the
application, e.g. network latency of data transmission.
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Determinism and network latency

@ Determinism
A deterministic system is predictable: it provides calculable and
consistent characteristics of operation that are required by the
application, e.g. network latency of data transmission.

@ Network latency

(WR) Ethernet
Local Area
Network

| Ethernet Frame {_

Network latency:

v
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Determinism and network latency

@ Determinism
A deterministic system is predictable: it provides calculable and
consistent characteristics of operation that are required by the
application, e.g. network latency of data transmission.

@ Network latency

(WR) Ethernet
Local Area
Network

| Ethernet Frame {_

Network latency:

v

Deterministic network is a network in which we can calculate
the maximum latency
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e Deterministic & low-latency transmision
@ Network Latency Contributors
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Network latency contributors

(WR) Ethernet
Local Area
Network

| Ethernet Frame ||

|
|
|
(
f
|
|
: Ethernet Frame
i
1
1
1
1

»
>

ty t

rx_1
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Network latency contributors

| Ethernet Frame ||

»
>

|

|

|

(

f

i 1=
: Ethernet Frame
i

1

1

1

1

time

¢ o TX_2
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oe

Network latency contributors

* Cables: 5us/km — we cannot do much about this
 Switch operation

We can do something about this
* Other traffic
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e Deterministic & low-latency transmision

@ Latency in WR Switch

hite Rabbit Overview 26/41



Deterministic & low-latency transmision
0eo

Switch in a nutshell

Ethernet Switch

D: 00-1B-C5-00-00-02
S: 00-1B-C5-00-00-01

D: 00-1B-C5-00-00-01
e 00=1=C=00=00=03

MAC: 00-1B-C5-00-00-01 MAC: 00-1B-C5-00-00-02 MAC: 00-1B-C5-00-00-03
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Latency in WR Switch

@ WR Switch is deterministic by design:

@ Open-source, each source of latency is verifiable
@ Designed with latency in mind
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Latency in WR Switch

@ WR Switch is deterministic by design:
@ Open-source, each source of latency is verifiable
@ Designed with latency in mind

@ WR Switch is a cut-through switch for all traffic:

@ Frames forwarded as soon as possible
@ Common optimization of latency in switches
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Latency in WR Switch

@ WR Switch is deterministic by design:
@ Open-source, each source of latency is verifiable
@ Designed with latency in mind
@ WR Switch is a cut-through switch for all traffic:
@ Frames forwarded as soon as possible
@ Common optimization of latency in switches
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Latency in WR Switch

@ WR Switch is deterministic by design:
@ Open-source, each source of latency is verifiable
@ Designed with latency in mind
@ WR Switch is a cut-through switch for all traffic:
@ Frames forwarded as soon as possible
@ Common optimization of latency in switches

@ WR Switch is latency-optimized for selected traffic:

Ethernet traffic
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Deterministic & low-latency transmision
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Latency in WR Switch

@ WR Switch is deterministic by design:
@ Open-source, each source of latency is verifiable
@ Designed with latency in mind
@ WR Switch is a cut-through switch for all traffic:
@ Frames forwarded as soon as possible
@ Common optimization of latency in switches
@ WR Switch is latency-optimized for selected traffic:

o Fast Forward (FF):
@ Any traffic with selected D-MAC addresses
@ Optimization of latency due to switch operation
@ Released feature

Ethernet traffic

Fast Forward
(D-MAC)
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Deterministic & low-latency transmision
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Latency in WR Switch

@ WR Switch is deterministic by design:

@ Open-source, each source of latency is verifiable
@ Designed with latency in mind

@ WR Switch is a cut-through switch for all traffic:

@ Frames forwarded as soon as possible
@ Common optimization of latency in switches

@ WR Switch is latency-optimized for selected traffic:

o Fast Forward (FF):
@ Any traffic with selected D-MAC addresses
@ Optimization of latency due to switch operation
@ Released feature
@ High Priority (HP):
@ Fast Forward traffic with selected priorities
@ Optimization of latency due to non-HP traffic
@ Experimental

Ethernet traffic

Fast Forward
(D-MAC)

High
Priority
(Prio)
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Latency in WR Switch

@ WR Switch is deterministic by design:

@ Open-source, each source of latency is verifiable
@ Designed with latency in mind

@ WR Switch is a cut-through switch for all traffic:

@ Frames forwarded as soon as possible
@ Common optimization of latency in switches

@ WR Switch is latency-optimized for selected traffic:

o Fast Forward (FF):
@ Any traffic with selected D-MAC addresses .
@ Optimization of latency due to switch operation l'_ilg[l
@ Released feature Priority

Pri
@ High Priority (HP): (Prio)
@ Fast Forward traffic with selected priorities

@ Optimization of latency due to non-HP traffic
@ Experimental
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Deterministic & low-latency transmision
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Latency in WR Switch

@ WR Switch is deterministic by design:
@ Open-source, each source of latency is verifiable
@ Designed with latency in mind
@ WR Switch is a cut-through switch for all traffic:
@ Frames forwarded as soon as possible
@ Common optimization of latency in switches
@ WR Switch is latency-optimized for selected traffic:

o Fast Forward (FF):
@ Any traffic with selected D-MAC addresses .
@ Optimization of latency due to switch operation '_"E!‘
@ Released feature Priority
. .. (Prio)
@ High Priority (HP):
@ Fast Forward traffic with selected priorities
@ Optimization of latency due to non-HP traffic
@ Experimental

@ And what on Earth are priorities...?
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Deterministic & low-latency transmision
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Outline

e Deterministic & low-latency transmision

@ Advanced/Optional Concepts
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Deterministic & low-latency transmision
0®000

Priorities - standard extension of Ethernet Frame

Ethernet Switch

D: 00-1B-C5-00-00-02 D: 00-1B-C5-00-00-01

SER00SIBEC5500500505

MAC: 00-1B-C5-00-00-01 MAC: 00-1B-C5-00-00-02 MAC: 00-1B-C5-00-00-03

Ethernet Frame:  [D-MAC|S-MAC|EType | Payload [ crel

Ethernet Frame
with Q-tag: [p-mAc|s-mAc [a-tag|EType | Payload [cr]

Standard and optional extension of Ethernet Frame (IEEE802.1Q)
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Deterministic & low-latency transmision
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WR Switch Not Using priorities

oo

B-C5-00-00-02
B-C5-00-00-03

[y

D: 00-1B-C5-00-00-02 ot
S: 00-1B-C5-00-00-01 il

'I 4
/ ,,
s
s
/7
! s
Min frame:
0.672us
Max frame:
12.336us MAC: 00-1B-C5-00-00-02
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Deterministic & low-latency transmision
00000

WR Switch Using Standard Priorities

D: 00-1B-C5-00-00-02
SE00FIBFE5500500500

D: 00-1B-C5-00-00-02
SERO0SIBECER00500503

* Assignment of priorities — standard option

Min frame: '
0.672us * Two problem remain:

¢ Memory resources

* Frames being transmitted
Max frame:
12.336us
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Deterministic & low-latency transmision
00000

WR Switch Using Standard Priorities

D: 00-1B-C5-00-00-02
Skt 0051B=€C5500500=01

D: 00-1B-C5-00-00-02
SERO0SIBEEBR00500508

High Priority traffic in White Rabbit:

Min frame: . 2 : :
o '272”::'5 e Priorities selected by configuration

* By default: separate memory resources
Max frame:
12.336us
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Deterministic & low-latency transmision
0000e

High Priority

D: 00-1B-C5-00-00-02
SERO0SIBECEBR00500508

D: 00-1B-C5-00-00-02
SEN00FIBECE5500500500

/ 3

High Priority traffic in White Rabbit:

X'g;zr:e: * Priorities selected by configuration

* By default: separate memory resources

* Experimental option: drop non-HP frames
Max frame:
12.336us
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Outline

e Deterministic & low-latency transmision

@ Performance
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Deterministic & low-latency transmision
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Latency of WR Switch for Fast Forward

* P1 - P4 over 2 switches
-y | P4 Pl over2 switches T . Latency [us]
<« P4 P3over 2 switches ntervening S e
Pllpzlp.:;lpéls"i“"‘
R Max Pk-pk Max Pk-pk
3.1 0.3 5.8 0.5
5.6 2.8 8.7 3.9

| SPRENT

eesssaass

/
E |/ wrswiten |
% Jon B TSI

Max latency over one and two WR switches

%0 (with PTP traffic)
8.0
P1 - P4 (2 switches)
7.0 1= ——
E 6.0 | P4~ P3 (2 switches)
g 4 P1 - P4 (2 switches, no PTP)
§ 501 (@ switches, no PTF)
3 4,0 F1~ P2 (1 switch)
3.0
2.0

10%|20%)|30% 40°

160%|70%|30% | 10%|20%|30% 40%|50% 60%  70% |80% | 90% 10% | 20% | 30%|40% | 50%|60%|70%|809%|90% 10% | 209% 30% |40%% | 50% 60%  70%% | 80% 90%

64 bytes 128 bytes 512 bytes 1500 bytes
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Latency of WR Switch for High Priority

iernyening One switch  Two switches
traffic
Max Pk-pk Max Pk-pk

Deterministic
stream

Best effort [l g----e---
stream
Best effort

Py D Non-HP traffic 3.1 02 N/A N/A
stream

Maximum latency for 10 streams between 4 ports
1000 (no PTP traffic) r—
(determini
P5 ->P0
-=P5 ->Pll
-=P5 ->PI17
~=PI11->P0
~e-P11 ->P5
-=-P11 ->P17
P17 -> PO
=-»=P17 ->P5
¥ wep17->P11
10 |20 30 | 40 50 | 50 | 50 | 10 | 20 | 30 | 40 | 50 |%
128 256 | 512 1024 bytes
Traffic load [%] and frame size [bytes]
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e Summary

@ Using synchronization and determinism
@ Summary, status and plans
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Using synchronization and determinism

e D anosecond
ID =1 [00:00:10:000000000
ID =2 [00:00:10:000000010
ID =3 {00:00:10:000000100

Control Message (CM)

Data Master
(Controller)

inPs

sensor
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Using synchronization and determinism

Event ID Hh:mm:ss:nanoseconds

ID=1

00:00:10:000000000

ID=2

00:00:10:000000010

ID=3

00:00:10:000000100

send receive execute events
2

Control Message (CM) ; 2 3,
“ % f

Data Master
(Controller)

,ﬁg &

=

,-9 & F »

Wiet $ £ 5]

inPs 8 2
>

sensor = .
© time o
v Ll

00:00:09:999000000 00:00:10:000000000 00:00:10:000000100

v

00:00:10:000000010
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Using synchronization and determinism

ID =1 {00:00:10:000000000
ID =2 [00:00:10:000000010
ID =3 {00:00:10:000000100

send receive execute events
Control Message (CM) 2
a Max latency . ®® )
N | f
V. I :
I : :
2 1| §
ry | : ;
B, | : :
2 I L3
Y H g
»f':g:scx I L] Z 2
i 1 :
sensor I l 2 time o
. v »
00:00:09:999000000 00:00:10:000000000 00:00:10:000000100
v

00:00:10:000000010
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@ Summary, status and plans

hite Rabbit Overview 40/41



Summary
oe

Summary

@ Open source (H/W & S/W) with commercial availability & support
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Open source (H/W & S/W) with commercial availability & support
More applications than ever expected

A versatile solution for controls & acquisition in non-radiation
(WorldFIP is used at CERN in radiation currently, Powerlink in the future)

Standard-compatible and standard-extending

@ White Rabbit solutions to be part of IEEE1588 (PTP) standard

@ Compatible enhancement of IEEE802.1Q, similar mechanism in TSN
The most accurate Ethernet-based synchronisation in the World

WR Switch and so WR Network
@ Deterministic by (open) design
@ Latency-optimized for selected traffic
@ Upper-bound latency for HP traffic (experimental)
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Summary
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Summary

Open source (H/W & S/W) with commercial availability & support
More applications than ever expected

A versatile solution for controls & acquisition in non-radiation
(WorldFIP is used at CERN in radiation currently, Powerlink in the future)

Standard-compatible and standard-extending

@ White Rabbit solutions to be part of IEEE1588 (PTP) standard

@ Compatible enhancement of IEEE802.1Q, similar mechanism in TSN
The most accurate Ethernet-based synchronisation in the World

WR Switch and so WR Network
@ Deterministic by (open) design
@ Latency-optimized for selected traffic
@ Upper-bound latency for HP traffic (experimental)

Future plans

@ Mechanisms to increase reliability
(http://cds.cern.ch/record/2261452)
@ 10 Gbit Ethernet
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Thank you

Thank you !

www.cern.ch/white-rabbit
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Synchronisation

Digital Dual Mixer Time Difference (DDMTD)

@ Used for precise phase measurements
@ Implemented in FPGA and SoftPLL
@ 62.5MHz WR clock and N=14 results in 3.814kHz output signals

»D Q >

clk,—s
L helper PLL fPLL—{
ot -

fPLL: n+1 “ckA

Ve

counters
phase difference

averaging

I
]

deglitcher
& pulse shaping

clkg D Q >
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WR Node IP Core

WR Node Reference Design

/

WR Node
Device

Network

" SPEC

user
core

EtherBone

Example

N

WR Node
IP Core

external
oscillatars

FMC-base
CARD

WR Node Design

source

sink } MAC I/F

pipelined WB Slave I/F

timing I/F
control/status pins

A

y

www.ohwr.org/projects/white-rabbit/wiki/node

Lipifiski

White Rabbit Overview
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WR Node Reference Design

WR Node Reference Design for Hardware

PLLDACs drive (SP1)

5:1PLL, oL
Fanout e VGTREFCLK 1/0 Connector

(optional)
VCTCXO Unique ID
25 MHz (optional)
2.5ppm
REF clock generator EEPROM
e g (optional)

\'[»
20 MHz SR 6.25:1 PLL
100 ppm

DAC
16 bit

SFPTX

MeTRX T

DMTD clock generator

www.ohwr.org/projects/white-rabbit/wiki/
wrreferencedesign
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WR Reference Network

Outline

e WR Reference Network
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WR Reference Network

WR Reference Network

LI Auxiliary
LAB }

120 doubly-attached nodes (per LHC Po

LHC Point 1-8

Explanat
SW - White Rabbit SWitch AD - Antiproton Decelerator
GM - Grandmaster SW ISOLDE - Isotrope Separator OnLine DEvice
HC adron Collider REX - The Radioactive beam Experiment

cction Chain @ ISOLDE
——— — 10MHz, PPS and UTC
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WR Reference Network

Performance of the Reference Network

Name

Requirement

In the reference WR network

Network size:

10 km & 2000 nodes

10 km & 2160 nodes

Synchronization :

- accuracy over a year:
- accuracy in transient:

- precision:
Control message
- allowed size

- max lost per year

sub-ns
sub-ns
sub-50 ps

1200-6000 bytes
1

0.41 ns
1.19 ns
31 ps

1200-6000 bytes
1 with probability R(t)

Upper-bound network
latency

< 500 pus
(derived from 1 ms)

< 78 us for network
< 150 ps for control message

Total reliability R(t)

> 0.98

0.9854 for MTBFyicn = 40 000 7
0.9967 for MTBFyich = 100 000 h
0.9997 for MTBFyich = 650 000 h
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